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Forty years ago, pioneers such as J.C.R. Licklider and Douglas Englebart championed the idea of interactive
computing as a way of creating a “man-machine symbiosis” where mankind would be enabled to think in
ways that were previously impossible [3, 5]. Unfortunately, in those times, such a mental coupling was
limited to sitting in front of a terminal and keying in requests. Today, wearable computers, through their
small size, proximity to the body, and usability in almost any situation, may enable a more intimate form of
cognition suggested by these early visions. Specifically, wearable computers may begin to act as intelligent
agents during everyday life, assisting in a variety of tasks depending on the user’s context.

1 Wearable computing

Figure 1: MicroOptical Corporation’s head-up dis-
play embedded in prescription eyeglasses.

Wearable computers are generally equated with
head-up, wearable displays, one-handed keyboards,
and custom computers worn in satchels or belt packs
(see Figures 1-2). Often, the public focuses more
on the gadgetry involved in wearable computing
than on the field’s goals. Wearable computing may
be described as the pursuit of an interface ideal –
that of a continuously-worn intelligent assistant that
augments the wearer’s memory, intellect, creativity,
communication skills, physical senses, and physical
abilities. Unlike desktop applications such as spread-
sheets or graphics drawing programs which monop-
olize the user’s attention, wearable computer appli-
cations should be designed to take a secondary role.

Figure 2: Wearable computing platforms worn at
MIT and Georgia Tech.

Wearable computers often perform background tasks
such as providing reminders, capturing information
or experience, and retrieving time-sensitive informa-
tion in support of the user. In order to perform such
tasks, the interface must take on a form of “symbio-
sis” between the user and the computational assis-
tant.

J.C.R. Licklider, an early Advanced Research
Projects Agency (ARPA) director for the United
States whose research agenda is often credited for
laying the foundations of the Internet and interactive
computing, hinted at such a symbiosis in his writings
in 1960 [5]:

“Man-computer symbiosis” is a sub-
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class of man-machine systems. There are
many man-machine systems. At present
however, there are no man-computer sym-
bioses. ... The hope is that, in not too
many years, human brains and comput-
ing machines will be coupled together very
tightly and that the resulting partnership
will think as no human brain has ever
thought and process data in a way not ap-
proached by the information-handling ma-
chines we know today.

To achieve the tight partnership suggested by
Licklider in daily life, the computer must be a con-
stant companion for the user. The computer must
share in the experience of the user’s life, drawing
input from the user’s environment to learn how the
user reasons and communicates about the world. As
it learns, the computer can provide increasingly use-
ful and graceful assistance. Ideally, a wearable com-
puter

1. Persists and provides constant access to infor-
mation services: Designed for everyday and
continuous use, the wearable can interact with
the user at any given time, interrupting when
necessary and appropriate. Correspondingly,
the wearable can be accessed by the user
quickly and with very little effort.

2. Senses and models context: In order to provide
the best cognitive support for the user, the wear-
able must try to observe and model the user’s
environment, the user’s physical and mental
state, and the wearable’s own internal state.

3. Adapts interaction modalities: The wearable
should adapt its input and output modalities au-
tomatically to those which are most appropri-
ate and socially graceful at the time. In many
instances, the computer interface will be sec-
ondary to the user’s primary task and should
take the minimal necessary amount of the user’s
attention. In addition, the interface should guar-
antee privacy when appropriate, adapt to its user
over time, and encourage personalization.

4. Augments and mediates interactions with the
environment: The wearable should provide uni-
versal information support for the user in both
the physical and virtual realms. The wearable
should mediate between automation or compu-
tation in the environment and the user to present
a interface consistent with the user’s prefer-
ences and abilities. In addition, the wearable
should manage potential interruptions, such as
phone calls or e-mail, to best serve its user.

Obviously, this is an ambitious list of desired at-
tributes, requiring many years of research. However,
the effort may provide insights into human intelli-
gence and everyday human-computer interfaces.

2 Why use wearable computers?

2.1 Portable consumer electronics

Some people wear too many computers already. A
businessman might be seen carrying a personal dig-
ital assistant (PDA) to keep his contacts, a cellular
telephone to make calls, a pager to help screen in-
coming phone calls and messages, a laptop for busi-
ness applications, an electronic translator for prac-
ticing a new language, and a calculator wristwatch.
These devices contain very similar components: a
microprocessor, memory, screen, keyboard or input
stylus, battery, and, in the case of the first three, a
wireless modem [12].

Many other portable consumer electronic devices
are evolving to have similar components as well:
the compact disc player is becoming the computer-
driven MP3 player, the portable dictaphone is be-
ing replaced by solid state audio digitizers, digital
cameras are beginning to supplant the film camera
markets, and digital camcorders have outmoded their
analog counterparts. These devices share many of
the same components; their main distinctions are de-
termined by their sensors, interfaces, and application
software. Why not take advantage of commonality
in components to eliminate cost, weight, and redun-
dancy and improve connectivity and services?

One could imagine a box the size of a deck of
cards enclosing a powerful yet energy-conserving
CPU and a large capacity data storage device. This
pocket-sized wearable computer has one output dis-
play – an LED to indicate that it is on and that its
wireless network is functioning. The wireless net-
work connects peripherals to the wearable computer
in a radius of about two to three meters centered at
the body.

The user defines the functionality of the wear-
able computer by the peripherals chosen. For exam-
ple, if the user likes to listen to music, wireless ear-
phones allow access to the MP3’s stored on the wear-
able computer’s hard drive. Adding a walnut-sized
camera and the appropriate software transforms the
wearable computer into a camcorder. With an Inter-
net modem, the wearable becomes a pager, cellular
phone, web-browser, and e-mail reader. Connecting
medical sensors to the wearable concentrates many
diagnostic and recording devices into one unit.

Thus, with wearable computing and a wireless
body-centered network, redundancy in components



can be reduced. In addition, functionality can be
increased as derivative services are created lever-
aging the convergence of media on the body. The
portable consumer electronics market will become
fertile ground for rapid innovation. Companies can
respond to a new need or niche market quickly with
an appropriate peripheral or software without having
to re-design all the subsystems on each iteration. So-
phisticated portable electronics will become cheaper
and more powerful for the consumer, and the com-
puter industry will get a new, attractive upgrade path
to pursue.

2.2 Mediating interactions in the world

The introduction of the windows, icon, menu, and
pointer (WIMP) desktop metaphor in graphical user
interfaces provided a means by which a user in-
terface could mediate between applications and the
user. Similarly, wearable computers will help
provide a consistent interface to computationally-
augmented objects in the physical world. For exam-
ple, the Gesture Pendant (Figures reffig:pendant2-
4) is a computer vision-based gesture recognizer
worn as a piece of jewelry (the design is similar to
the desk-based Toshiba “Motion Processor” project
[15]). The device acts as a universal remote con-
trol to stereos, televisions, VCRs, home thermostats,
and lighting systems [14]. Remote controls may
be difficult for older adults to use due to dexterity,
vision, or cognitive impairments; instead, the Ges-
ture Pendant recognizers broad gestures to perform
the same task. Since many functions are similar for
many devices, one gesture may provide an intuitive
command across the devices. For example, raising
or lowering a finger in front of the pendant might
raise or lower the volume of a stereo, increase or de-
crease the temperature setting on a thermostat, and
brighten or dim the lights depending on which object
the wearer faces. Thus, the user may define or learn
one interface and then apply it repeatedly to many
different devices depending on the context. One
can imagine a more general purpose wearable com-
puter that, through software, adapts itself to provide
a consistent interface to whatever electronics or com-
puter systems are available in the environment. No
matter where in the world the wearable user travels,
the wearable provides an appropriate interface in the
user’s native language to home automation that may
be available in the user’s environment. Such infras-
tructure will be a boon to the handicapped. For ex-
ample, imagine a tactile display for a blind wearable
user that renders simple graphics on the user’s back
[2, 7]. When provided with a wireless interface and
the appropriate software hooks, the wearable com-
puter can translate images from graphical systems,
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Figure 3: The Gesture Pendant’s infrared light emit-
ting diodes invisibly illuminate the area in front of
the user’s body so that the camera embedded in the
pendant can recognize the user’s gestures. A filter
that blocks visible light helps the vision system ig-
nore lights in the environment

such as those used on interactive map kiosks, into
tactile images with which the user can interact. Al-
ready wearable computer systems are being inves-
tigated for assisting blind users crossing the wide,
busy streets of Atlanta. These systems ”watch” for
infrared beacons embedded in walk street signals and
translate this into a tactile wayfinding system for the
user [10].

2.3 Aiding human to human communi-
cation

The wearable can also assist in human to human
communication. For example, Telesign, an on-
going research project at Georgia Tech, uses a hat-
mounted, downward looking camera in an effort to
recognize sign language (Figure 5). A goal of Tele-
sign is to demonstrate a limited working prototype of
a cellular phone for the Deaf as shown in Figure 6.
Such a system could also be used as part of an inter-
preting system when a deaf person needs to commu-
nicate with a hearing person who does not sign. In
carefully controlled laboratory conditions with user
dependent training, the recognition system performs
sentence-level American Sign Language recognition
at 97% accuracy with signs chosen from a forty word
vocabulary. Currently, we are trying to design com-
puter vision and interface techniques that will allow
the creation of a more mobile system.

Similar systems might be used to translate be-
tween spoken languages. Carnegie Mellon re-
searchers have already demonstrated a English to
Croatian speech translator for use in the Bosnian
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Figure 4: The Gesture Pendant allows users to con-
trol appliances in their home through gesture.

peace-keeping mission [13].

Figure 5: The hat-mounted camera, pointed down-
ward to the hands and the corresponding view.

2.4 Providing context sensitive re-
minders and intelligent assistants

Context sensitive interfaces may become very pow-
erful with wearable computers. The wearable might
liste to the wearer’s conversations and provide re-
minders as appropriate to the current topic [8, 16].
Such reminders might range from the text of the last
e-mail message exchanged between the participants
of an ongoing conversation to recommendations of
local restaurants that both participants would enjoy.

2.4.1 Perception and symbiosis

In one approach to creating intelligent assistants, the
wearable computer may be a first-class participant in
the user’s world (see Figure 7). The wearable senses
the world from the same “first-person” perspective
as the human. Both the wearable and the human
have the potential to directly influence the sensors
of each other. For example, the human, through his
head movement, could direct the wearable’s video
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Caller 1:  Hello Joe
TDD 1: We need some help
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STS:  OK guys.  You caught
me walking to my next 
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Figure 6: Telesign: A cellular phone system for the
hearing-impaired.

camera to look at a particular object. Correspond-
ingly, the wearable could mediate reality [6] for the
user by displaying what it is seeing with its camera
on the user’s head-up display. Such a system may
be valuable for augmenting what the user could nor-
mally perceive, similar to providing range informa-
tion while using a telephoto lense. This mediation
could also provide protection against distracting or
dangerous visual input, such as directly looking at
the sun while scanning the sky.

Interaction
Bridge

Human Wearable

External
Stimuli

World/
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Figure 7: Wearable/user symbiosis.

In addition, both the wearable and the user can
manipulate the environment. In most cases, the
wearable will effect the environment by communi-
cating with other pieces of automation, such as the
user’s cellular phone, vehicle, or personal robotics,
while the user will effect the environment by per-
forming a physical act, such as a making gesture or
utterance. Both the wearable and the human have the
ability to observe each other’s manipulations. The
wearable exploits its on-body cameras and micro-
phones to observe the user’s gestures and speech,



and the user may use the wearable interface itself
to monitor the traffic history between the wearable
and other automation. In addition, the user should
be able to query the wearable as to the reasoning for
each action.

One of the strengths of the symbiotic system is the
cross-monitoring of the agents’ (human and wear-
able) actions. The wearable continuously tries to cre-
ate and update a user model of the human’s goals
and abilities. The wearable can passively monitor
the human’s reactions to external stimuli and learn
to recognize meaningful events in the human’s life
[1]. One can imagine this behavioristic approach
being used as research direction for artificial intel-
ligence; such an approach would try to emulate not
just human behavior, but a particular human’s behav-
ior in a reasonable manner given novel stimuli. From
cognitive science we know that such a “user-model
complete” approach has fundamental limits due to a
lack of knowledge of the internal state of the user;
however, a wearable intelligent assistant can take a
more active approach. The wearable assistant may
gain some insight into the user’s goals by how the
wearer uses the computer. By maintaining a record
of all its interactions and the corresponding exter-
nal conditions during those interactions, the assis-
tant might learn to associate a certain set of external
stimuli with user desires. For example, if the user
keys “Joe Snyder” while alone in a shopping mall,
the wearable might learn to bring up a map showing
Joe’s current position on a map relative to the user.
However, if the user keys “Joe...” while Joe is in the
user’s immediate vicinity, the wearable displays the
last e-mail sent by Joe so that the users may proceed
with an informed conversation.

In addition to learning through interaction, the
wearable may form a user model by directly asking
the user for help. The assistant may associate a cer-
tain user behavior (for example, beginning a com-
puter application for inventory management) with a
given context (like exiting a building at a geographi-
cal location indicating a supply warehouse). The as-
sistant may then alert the user that it believes it can
recognize this behavior, ask whether or not it is a sig-
nificant event, what the event should be called, and
if it should begin the computer application automat-
ically when it next observes the event.

Of course, such intelligent assistants based on
real-world, first-person perception are very difficult
to create. Most computer gesture and speech recog-
nition systems are designed for use in a laboratory
and observe the user from sensors mounted in the
environment instead of on the body. In most cases,
the variable noise conditions of mobility pose a sig-
nificant barrier to the adoption of such systems.

2.4.2 Just-in-time Information: The Remem-
brance Agent (RA)

Computers perform well at storing data and execut-
ing repetitive functions quickly. Humans, on the
other hand, make intuitive leaps and recognize pat-
terns and structure, even when passive. Thus, an
interface in which the wearable computer helps the
user remember and access information seems prof-
itable. While word processing may comprise the ma-
jority of computer use, it requires only a small frac-
tion of the computer’s processing power. Instead of
wasting the remaining power, an information agent
can use the time to search the user’s personal text
database for information relevant to the current task.
The names and short excerpts of the closest match-
ing files can then be displayed. If the search engine is
fast enough, a continuously changing list of matches
can be maintained, increasing the probability that a
useful piece of information will be recovered. Thus,
the agent can act as a memory aid. Even if the user
mostly ignores the agent, he will still tend to glance
at it whenever there is a short break in his work. In
order to explore such a work environment, the Re-
membrance Agent [9] was created.

The benefits of the Remembrance Agent (RA) are
many. First, the RA provides timely information. If
the user is writing a paper, the RA might suggest rel-
evant references. If the user is reading email and
scheduling an appointment, the RA may happen to
suggest relevant constraints. If the user is holding
a conversation with a colleague at a conference, the
RA might bring up relevant associations based on the
notes the user is taking. Since the RA “thinks” dif-
ferently than its user, it often suggests combinations
that the user might never assemble himself. Thus, the
RA can act as a constant “brain-storming” system.

The Remembrance Agent can also help with per-
sonal organization. As new information arrives, the
RA, by its nature, suggests files with similar infor-
mation. Thus, the user gets suggestions on where
to store the new information, avoiding the common
phenomenon of multiple files with similar content
(e.g. archives-linux and linux-archives). The first
trial of the prototype RA revealed many such incon-
sistencies within the sample database and even sug-
gested a new research project by its groupings.

As a user collects a large database of private
knowledge, his RA becomes an expert on that knowl-
edge through constant re-training. A goal of the RA
is to allow co-workers to access the “public” por-
tions of this database conveniently without interrupt-
ing the user. Thus, if a colleague wants to know
about augmented reality, he simply sends a mes-
sage to the user’s Remembrance Agent (e.g. thad-
ra@cc.gatech.edu). The RA can then return its best



guess at an appropriate file. Thus, the user is not
interrupted by the query, and he never has to format
his knowledge explicitly, as with HTML. Knowledge
transfer may occur in a similar fashion. When an en-
gineer trains his successor, he can also transfer his
RA’s database of knowledge on the subject so that
his replacement may continually receive the benefit
of his experience even after he has left. Finally, if a
large collective of people use Remembrance Agents,
queries can be sent to communities, not just individ-
uals. This allows questions of the form “How do I
reboot a Sun workstation?” to be sent to 1000 co-
workers whose systems, in their spare cycles, may
send a response. The questioner’s RA, who knows
how the user “thinks,” can then organize the re-
sponses into a top 10 list for convenience.

The Remembrance Agent (RA) is comprised of
two parts, the user interface and the search engine.
The user interface continuously watches what the
user types and reads, and it sends this information to
the search engine. The search engine finds old email,
notes files, and on-line documents that are relevant to
the user’s context. This information is then unobtru-
sively displayed in the user’s field of view.

The Remembrance Agent displays one-line sug-
gestions at the bottom of the emacs display buffer,
along with a numeric rating indicating the relevancy
of the document. These items contain just enough
information to represent the contents of the full doc-
ument being suggested. For example, the suggestion
line for a piece of email includes the subject line, the
sender, and the date received. The suggestion line
for a notes file contains the file name, owner, date
last modified, and a summary the file. With a simple
key combination, the user can display the full text
of a suggested document. The current information
retrieval implementation uses a term frequency, in-
verse document frequency algorithm for comparing
documents [11].

Figure 8 shows the output of the Remembrance
Agent (in the bottom buffer) while editing a docu-
ment (top buffer). The reference database for the
RA was e-mail archives. Personal email and notes
files are good sources for an RA to reference, be-
cause these files are already personalized and auto-
matically change with the user’s interests.

The Remembrance Agent can also be a method
for casual, low-overhead collaboration. Current ev-
eryday wearable computer users take copious notes
during their normal day to assist in their work and
recreation. As an informal experiment, three wear-
able computer users from the same laboratory com-
bined their personal databases used in conjunction
with the RA so that they could gain the benefit of
each other’s past experiences. Interestingly, RA sug-

gestions from a colleague’s database can be quite
disquieting. The user recognizes the significance of
the suggestion and can almost claim the memory as
his own due to the similarity with his own experi-
ences, but he knows that it isn’t his entry. These
“shadow memories” provide an asynchronous form
of collaboration where the collaborators are passive
and their wearable agents share information as a mat-
ter of the normal use of the wearable.

While the Remembrance Agent gains most of its
contextual information from typed text, wearable
computers have the potential to provide a wealth of
contextual features [4]. Additional sources of user
context information may include time of day, loca-
tion, biosignals, face recognition, and object recog-
nition. Currently the RA is being coupled with voice
recognition to provide information support during
conversations. Thus, the RA begins to show the ad-
vantages of wearable, context-driven augmented re-
ality. However, with an even more comprehensive
agent, the wearable computer may be able to un-
cover trends in the user’s everyday life, predict the
user’s needs, and pre-emptively gather resources for
upcoming tasks [1].

Figure 8: The Remembrance Agent in use while
writing a paper. The bottom buffer shows the RA’s
suggestions for files relevant to the user’s current
work.

3 Conclusion

Wearable computing enables significant new re-
search opportunities in interface, artificial intelli-
gence, and perception. As research into perception
and user modeling through devices carried on the
body progresses, new intelligent interfaces will re-
sult that will reduce work and complexity and lead
to new capabilities.
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